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8.2 A 51mW 1.6GHz On-Chip Network for Low-Power 
Heterogeneous SoC Platform
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SoC design is composed of two major parts; the design of comput-
ing cores and their communication architecture. As the die sizes
and the number of subsystems on a chip increase, power con-
sumed by the interconnection structures, including clocks, takes
significant portion of the overall power-budget. This calls for
techniques to reduce the energy consumed in on-chip communi-
cation while satisfying quality of service (QoS) requirements
such as bandwidth, latency, or reliability. Recently, on-chip net-
works (OCN) have been studied actively to address these com-
munication problems [1-4], but their implementations are not
energy-efficient so far [1][3]. In this paper, we report successful
implementation of a 51mW 1.6GHz hierarchical star-connected
on-chip network supporting 11.2GB/s bandwidth with various
low-power circuit techniques.

The star-topology guarantees constant and minimum switch hop
counts between every communicating IP. However, 1-level flat
star-topology [1] as shown in Fig. 8.2.1a results in a number of
capacitive global wires that may cause long latency and large
power dissipation. Figure 8.2.1b shows a hierarchical star-con-
nected SoC which is composed of several clusters of tightly-con-
nected IPs for their communication locality. Intra-cluster local
links provide high-bandwidth with shorter latency and less ener-
gy consumption, and inter-cluster global links show higher link
utilization by link-sharing. Figure 8.2.2 shows the OCN-based
SoC platform applicable to low-power mobile devices [5]. The
OCN has two separate networks: forward networks and back-
ward networks that configure the Master-to-Slave path and
Slave-to-Master path, respectively [1]. To reduce the area of
OCN, 100MHz packets are serialized by Up-Sampler with a
1.6GHz network clock before transmission and then deserialized
by Down-Sampler upon arrival. To deserialize a packet without
a globally synchronized clock, a strobe signal is transmitted
together with the packet. The strobe and the packet experience
the same wire-delay without skew. A forward network packet
consists of 32b address, 32b data, and 16b header fields while a
backward one does not have the address field. The packet head-
er generated by a network interface contains routing informa-
tion, a type of burst length, a read/write command, an acknowl-
edgment request, and a QoS level.

The global link connecting clusters in the 2nd level star-topology
is usually several millimeters long. By using overdrivers [6],
clocked sense-amplifiers and twisted differential signaling, pack-
ets are transmitted reliably with less than 600mV swing. The
sizes of a tranceiver and the overdrive voltage are chosen to
obtain a 200mV separation at the receiver end as shown in Fig.
8.2.3. A 5mm global link of 1.6µm wire-pitch can carry a packet
at 1.6GHz with 320ps wire-delay and consumes 35pJ/packet (=
0.35pJ/bit). In contrary, a full-swing link consumes up to 3x more
power and additional area of repeaters.

A crossbar switch for intra-cluster packets performs buffer-less
cut-through switching to minimize packet latency and to reduce
its area and power consumption. A round-robin scheduling of the
switch ensures fairness and starvation-freedom to OCN. A high-
ly-modulated Mux-Tree based implementation of the round-
robin scheduler performs O(logN) scheduling latency, where N is

the number of ports in the switch. An n x n crossbar fabric com-
prises n2 crosspoint junctions which contain NMOS pass-transis-
tors. In a conventional crossbar fabric, each input driver wastes
power to charge two long wires (horizontal and vertical) and 2n
transistor-junction-capacitors. Figure 8.2.4 shows a crossbar
partial activation technique (CPAT). By splitting the crossbar
fabric into 4x4 tiles, input and output wires can be divided into
four. A gated input driver at each tile is activated only when the
scheduler grants the access to the tile. The output signal does
not propagate to other tiles to reduce the power consumption on
the vertical wire. A 43% power saving is obtained in a 16x16
crossbar switch fabric with a negligible area overhead.

The on-chip serialization reduces the OCN area significantly [1].
However, it increases signal transitions on a link since it
removes the temporal locality between adjacent packets. A pro-
posed serialized low-energy transmission (SILENT) coding tech-
nique of Fig. 8.2.5 decreases the number of transitions on a wire
by using the temporal locality between packets. The encoder gen-
erates ‘1’ only when there is difference between a current packet
and a previous packet before it is serialized. The decoder then
uses this encoded packet to reconstruct the original input, using
its previously stored packet. The power saving of 13.4% is
obtained while a multimedia application, a 3D graphics vector in
this case [5], is running on the OCN. The additional power con-
sumption due to the encoder/decoder is only 0.4mW. The
SILENT coding can also be on and off by software to optimize the
power consumption in each application.

A programmable power management unit provides four clocks
with PLL; 1.6GHz for the OCN, 800MHz for schedulers, 100MHz
for processors, and 50MHz for peripherals. Those clock frequen-
cies are scalable by software for power-mode control and also for
optimal operation of each application. The globally asynchronous
and locally synchronous (GALS) approach reduces power con-
sumption and simplifies the design with no need for the global
clock skew minimization.

The low-power OCN-based SoC platform is implemented using a
0.18µm CMOS technology and its die area takes 25mm2. The
1.6GHz hierarchical star-connected OCN provides 11.2GB/s
aggregated bandwidth (1.6GHz x 8b/link x 7) and consumes
51mW at 1.6V. The OCN is applied to low-power SoC platform
integrating heterogeneous intellectual properties (IPs) such as
two 32b RISC, an FPGA (8x8 array of logic blocks), an off-chip
gateway [1], two 8kB SRAM, and peripheral circuits. Figure
8.2.6 shows the chip micrograph and Fig. 8.2.7 summarizes total
power reduction. It is demonstrated that this OCN can provide a
platform for the rapid and successful implementation of portable
multimedia SoC [5].
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Figure 8.2.2: On-Chip Network based SoC platform.

Figure 8.2.5: Serialized low-energy transmission coding. Figure 8.2.6: Die micrograph.

Figure 8.2.4: Crossbar partial activation technique.
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Figure 8.2.1: (a) 1-level flat star-topology and (b) 2-level hierarchical
star-topology.

Figure 8.2.3: Low-swing signaling on a global link, Tranceiver and
STROBE signal waveforms.
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Figure 8.2.7: Overall power reduction.
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Figure 8.2.1: (a) 1-level flat star-topology and (b) 2-level hierarchical star-topology.
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Figure 8.2.2: On-Chip Network based SoC platform.
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Figure 8.2.3: Low-swing signaling on a global link, Tranceiver and STROBE signal waveforms.
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Figure 8.2.4: Crossbar partial activation technique.
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Figure 8.2.5: Serialized low-energy transmission coding.
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Figure 8.2.6: Die micrograph.
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Figure 8.2.7: Overall power reduction.
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